
Grafana at CERN 
A brief view on how Grafana helps High Energy Physics 
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The twenty two 
Member States of CERN 
Member states (date of accession) 

Portugal (1986) 

Austria (1959) 

Belgium (1963) 

Bulgaria (1999) 

Czech Republic (1993) 

Denmark (1963) 

Finland (1991) 

France (1953) 

Germany (1953) 

Greece (1953) 

Hungary (1992) 

Israel (2014) 

Italy (1963) 

Netherlands (1953) 

Norway (1953) 

Poland (1991) 

Romania (2016) 

Slovakia (1993) 

Spain (1961-1968, 1983-) 

Sweden (1953) 

Switzerland (1953) 

United Kingdom (1963) 



•  2,300 Staff members 
•  1,400 Other personnel 
•  12,500 Scientific users 
•  1 PB/day 



What are we up to? 
•  Push forward the frontiers of knowledge 
•  Develop new technologies for accelerators and 

detectors 
•  Train the scientist and engineers of tomorrow 
•  Unite people from different countries and cultures 
•  Understand the very first moments of our Universe 
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What does CERN monitor? 
•  Technical infrastructure 
•  Accelerators 
•  Experiments 
•  Computing infrastructure 
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•  Electrical 
Distribution 
Network 

•  Heating, cooling, 
Ventilation and Air 
Conditioning 

•  High Vacuum and 
Cryogenic 
systems 

Technical Infrastructure 



Grafana at Technical Infrastructure 
•  Based on C2MON 

•  A highly scalable control and monitoring platform 
•  ElasticSearch backend 
•  Alarms service developed at CERN 

•  ~ 40K alarms 
•  Dashboards for Control rooms and experts 
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•  Dashboard placeholder 
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Accelerators 
•  100 meters underground 
•  1,600 magnets 
•  -271 C 
•  Vacuum 



Grafana at Accelerators 
•  CollectD, Nagios and Icinga2 metrics 

•  CO systems, Crates, Quad enclosure, Servers 
•  Monitoring components monitoring accelerators 

•  InfluxDB storage 
•  Docker + Openshift deployment 
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Experiments (ATLAS) 
•  50 m long 
•  25 m diameter 
•  7,000 tonnes 
•  1 Billion collisions / second 



Grafana at Experiments 
•  Custom storage system P-Beast 

•  In house time series storage 
•  1.5TB of monitoring metrics per month 

•  ATLAS Trigger and Data Acquisition 
•  Over 30 different dashboards 

•  Used by shifters at Control room and experts 
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DataCentre 
•  1 DataCentre – 2 sites 
•  15,000 servers 
•  230,000 cores 
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100GbE 

CERN 

Wigner RCP 



WLCG 

3/16/18 Document reference 16 

•  Worldwide LHCB 
Computing Grid 

•  From CERN DC (Tier-0) 
to other sites (Tier-[1,2,3]) 

•  More than 170 
Datacentres from 42 
countries 

•  10,000 physicists 
•  ~250,000 jobs 

concurrently running 
•  More than 170 

datacentres all over 
the world 

•  750,000 cores 
(CERN 20%) 

•  800 PB storage 

WLCG 



Monitoring Infrastructure 
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(Mesos) 
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~100 data producers 
~3TB/day 

65KHz 



Grafana at Computing Infrastructure 
•  Central Grafana instance 

•  ~ 1K users 
•  20+ organizations 
•  Hundreds of dashboards 

•  InfluxDB and ElasticSearch (plus user provided 
datasources) 

•  Provide dashboards for HW, OS and services 
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Why Grafana? 
•  Great community support 
•  Mixed data sources 
•  User delegated control 
•  Templating 
•  Nice UI 
•  Easy to extend 
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Looking forward to… 
•  Dashboard ACLs (Folders are good too) 
•  Alarms over ElasticSearch 
•  High availability alarms 
•  Multiseries alarms 
•  Predefined color schemas 
•  Shared dashboards across organizations 

•  Reusable plots   
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Our contributions 
•  Time range as legend on graphs (PR-9124) 
•  Grouping to rows and columns transformation 

(PR-8492) 
•  Discrete plugin: Legend information (Issue-20) 
•  Timelion datasource: Lucene for variables 

interpolation (PR-6) 
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Thank you! 
Borja.garrido.bear@cern.ch 


