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Content Recommendation Platform
2.5 billion requests per day
560 million unique users monthly (ComScore)
We’'re Hiring!!!
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Outbrain’s Metrics Stack

Collectd, Graphite, Nagios, Inhouse Dashboarding Ul:
Graphite: 10 million metrics/min (rf2)

ElasticSearch, Logstash, Kibana:
100,000 — 1 million log lines/min

Implementing Prometheus
10 million metrics/min per collector
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The Problems

Terrible Naming

Too Many Graphs
Insane Unusable Queries
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Terrible Naming
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Too Many Graphs
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Insane Unusable Queries

A @& collectd.machines.*.hadoop*.disk-sda*.disk_ops.read

Hadoop Filesystem Operations

Hadoop Machines: ~2000
6 Filesystems per drive (5 drives)
60,000 lines!
Looking back for 12 hours
43,200,000 datapoints!



The Solution
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API Functions

List Dashboards
{url}/api/search

Look at specific dash
{url}/api/dashboards/db/{dbname}

Send Command 1o dash
Net::HTTP::*.new/(uri.request_uri)
Delete,Post,Put
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Policy

Naming
If Not {Regex} match or Length <

Panels per Dashboard
if count “panel” >

Metrics Count
If graph, curl{graphite url&format=raw} and count >
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Quarantine

Move to separate
organization with no
datasources

Send an email

Once fixed, next chef run
brings it back

(Del and Recreate)

Dashboards

. Nikita Ostrovsk...
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Switch to Quarantine




Questions?

nostrovsky@outbrain.com
visibility@outbrain.com
twitter.com/nikgrok
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CONFIDENTIAL: NOT FOR DISTRIBUTION

This document has been prepared solely for, and is being delivered on a confidential basis to, prospective business
partners of Outbrain Inc. (The “company”). Any reproduction or distribution of this presentation, in whole or in part, or
the disclosure of its contents, without the prior written consent of the company, is strictly prohibited. By accepting,
opening and/or reviewing this document, you acknowledge the confidential nature of the information contained in this
document, and agree not to reproduce or distribute this document or any information contained herein.

This presentation includes certain statements, estimates and projections of the company with respect to the anticipated
future business and performance of the company, such statements, estimates and projections reflect various
assumptions of management, which assumptions may or may not prove to be correct. Certain information presented in
this presentation constitutes “forward-looking statements” which can be identified by the use of forward-looking
terminology such as “may,” “expect,” “believe,” “anticipate,” “estimate,” “plan,” or “continue,” or the negative thereof
or other variations thereon or comparable terminology. Such forward-looking statements represent the subjective views
of the management of the company and management’s current estimates of future performance are based on
assumptions which management believes are reasonable but which may or may not prove to be correct. There can be
no assurance that management’s views are accurate or that management’s estimates will be realized, and nothing
contained herein is or should be relied on as a promise as to the future performance or condition of the company.
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